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Abstract—Border handling is a crucial step in many image processing applications. For stencil kernels such as the Gaussian filter where a window of pixels is required to compute an output pixel, the border of the image needs to be handled differently than the body of the image. To prevent out-of-bounds accesses, conditional statements need to be inserted into the pixel address calculation. This introduces significant overhead, especially on hardware accelerators such as GPUs. Existing research efforts mostly focus on image body computations, while neglecting the importance of border handling or treating it as a corner case. In this paper, we propose an efficient border handling approach for GPUs. Our approach is based on iteration space partitioning, which is a technique similar to index-set splitting, a well-known general-purpose compiler optimization. We present a detailed systematic analysis including an analytic model that quantitatively evaluates the benefits as well as the costs of the transformation. In addition, manually implementing the border handling technique is a tedious task and not portable at all. We integrate our approach into an image processing DSL and a source-to-source compiler called Hipacc to relieve the burden and increase programmers’ productivity. We evaluate over five commonly used image processing applications on two Nvidia GPUs. Results show our proposed approach achieves a geometric mean speedup of up to 87% over a naive implementation.

I. INTRODUCTION

Image filtering is a fundamental operation in image processing, where a window of pixels is required to compute an output pixel. Filtering can also be referred to as local operators [1]. Such operators are used extensively for image smoothing, noise reduction, edge detection, etc. When computing a local operator, the image border needs to be handled differently than the body of the image. The problem arises when a part of the pixel window is accessed out of bounds. Accessing unknown memory locations may result in undefined behavior and lead to corrupted pixels. Therefore, border handling is essential to the correctness of image processing applications. Existing research efforts mostly focus on image body computations, while neglecting the importance of global border handling or treating it as a corner case. The simplest way is just to discard the corrupted image border. Nevertheless, this produces inconsistently sized images between input and output, and is unfavorable within a multi-kernel image processing pipeline. In general, border handling can be achieved either by padding additional pixels at the image border in the memory such that out of bounds accesses remain valid, or by adjusting the index address of each pixel read such that no access is out of bounds. The benefits and limitations of each approach depend on the chosen software variant as well as the underlying hardware architecture. For example, padding the image border is used in most OpenCV functions [2]. One disadvantage of this approach is the required additional memory copy, which is costly, particularly for architectures such as graphics processing units (GPUs). To address this limitation, GPUs typically provide dedicated hardware support such as texture memory for global image read [3, 4]. Texture memory is cached and can be efficiently accessed at the image border. However, the access is bound to the image size and is not supported for sub-regions in the image, which makes it less flexible compared to other software-based approaches.

A naive software approach for border handling is to insert conditional statements into the address calculation of each pixel read. Although the conditional checks can guarantee no out of bounds access, they also introduce significant overhead since the statements are executed for every pixel read in the image. However, a closer look unveils that these checks are only needed for certain regions in the image. For example, the image body does not require any conditional statement. Therefore, we can partition the whole iteration space of the input image into multiple regions, as depicted in Figure 1. In this way, computations can be specialized for each region, depending on the relative location in the image. For example, the region on the top left (TL) only needs to be checked for the top and left border, and the region on the right (R) only needs to be checked for the right border. The main image body is the middle region (Body), where no conditional statement needs to be evaluated. We name this approach iteration space partitioning (ISP). The goal is to minimize the number of conditional checks required to be computed. This approach is similar to the well-known general-purpose compiler optimization technique index-set splitting [5].

In this paper, we present a detailed systematic analysis of ISP for image border handling on GPU architectures. We propose...
an analytic model to illustrate that ISP’s benefits come with certain costs, and it is not always beneficial to apply ISP over a naive implementation. In addition, manually implementing ISP is a tedious task and not portable. We integrate our approach into an image processing domain-specific language (DSL) and a source-to-source compiler called Hipacc [6] to provide a complete compiler workflow that requires little implementation effort from the user. Given a desired border handling pattern as input, the Hipacc compiler is responsible for generating highly efficient GPU kernels after applying the proposed optimizations. In summary, the key contributions are:

1) A border handling approach for GPUs based on ISP.
2) An analytic model that combines domain- and architecture-specific knowledge to quantitatively evaluate the benefits as well as the costs of the ISP transformation.
3) A DSL-based automated workflow to relieve the burden of manual implementations and increase user productivity.

The remainder of this paper is organized as follows: Section II discusses the related work. Section III introduces ISP and derives the index bound used to partition the image iteration space. Section IV formulates our performance model that quantitatively evaluates the benefits and the costs of ISP. Section V presents Hipacc and the compiler workflow. The results are shown in Section VI before we conclude in Section VII.

II. RELATED WORK

Our employed ISP approach is similar to the general-purpose compiler optimization technique called index-set splitting (ISS), or loop splitting [5, 7], where a single loop is transformed into multiple loops that iterate over disjoint portions of the original index range. This technique has inspired several existing works targeting different architectures for efficient image border management [8, 9, 10]. For field-programmable gate array (FPGA) accelerators, Bailey [8] proposed a filter design with border management to minimize hardware costs. Özkan et al. [11] proposed an analytic model that determines efficient implementations with image border handling as well as loop coarsening. Beyond image processing, border communication has been studied in scientific computing for stencil kernels, where autotuning framework by Zhang and Mueller [12] and DSLs such as StencilGen [13] and SDSL [14] provide boundary handling for the halo margins. However, these works mostly focus on reducing redundant inter-tile communications. Within the context of image processing DSLs, early efforts such as the Apply DSL [10] handles image borders by generating separate loops with different bounds-check requirements. Later, the same author proposed a declarative border handling approach with domain inference using Halide [9], a well-known image processing DSL [15]. It is highly beneficial to have an automated border handling approach within DSLs. Thus, programmers can be relieved from the burden to infer the domain size manually. Nevertheless, both mentioned works focus solely on the language constructs and do not consider GPU targets. For GPU architectures, one popular DSL that addresses border handling is Lift [16]. Like Halide, Lift is a DSL based on functional programming that offers high-order primitives such as pad to re-index out of bounds pixels. However, it does not further optimize the branching overhead during device execution. Another DSL that supports border handling on GPUs is Hipacc [17]. Hipacc is an open-source image processing DSL and a source-to-source compiler. It can generate CUDA and OpenCL kernels for GPU targets with efficient border handling techniques. Compared to the existing techniques in Hipacc, our approach proposes two major advancements: First, we show that it is not always beneficial to partition the iteration space during computation. The performance depends on kernel properties and inputs such as image size and block size. Based on a proposed analytic model, our approach can determine a performance-optimized implementation. Second, we illustrate that ISP can be applied at different levels of granularity. Instead of partitioning at the threadblock level, we propose to partition the iteration space at the warp level, which further improves the memory access efficiency for GPU architectures.

III. ITERATION SPACE PARTITIONING

In this section, we introduce iteration space partitioning. (a) We present four commonly used patterns for image border handling. (b) We show how index-set splitting can be used in general-purpose optimizations and how it motivates our partitioning approach. (c) We derive index bounds and formulate the partitioning approach for GPU architectures.

A. Border Handling Patterns

When an image is accessed out of bounds, there are multiple patterns to compute the resulting pixels. Here, we introduce four commonly used patterns, as depicted in Figure 2: (a) Clamp patterns to compute the resulting pixels. Here, we introduce four commonly used patterns, as depicted in Figure 2: (a) Clamp
or Duplicate returns the nearest valid pixel within bounds. (b) Mirror returns the mirrored pixels at the border, depending on the row and column location. (c) Repeat or Periodic returns the repeated pixels at the border, which is the same as to tile the image with itself along x- and y-dimensions periodically. (d) Constant returns user-defined value for all out of bounds pixels. To implement these patterns, conditional checks are inserted within the address calculation of each pixel access. Assume an image of size \(sx \times sy\); then, the iteration space can be defined as \(x \in [0, sx), y \in [0, sy)\) and \(x, y \in \mathbb{Z}\). Listing 1 depicts a C++ implementation example for these four patterns.

As can be observed in Listing 1, Clamp and Mirror implementations are similar in computational cost. Repeat uses a while loop to iteratively check the index location, which is required in the pattern when small images are computed using a large filter window. Compared to these three patterns, Constant requires a different conditional check. Unlike the other three, out of bounds pixels under the Constant pattern are independent of their original location. Hence, the pixel’s value can be initialized with the user-defined constant and only be updated when pixels are within bounds.

In real-world applications, which pattern to use depends on the filtering operation as well as the expected image content [18]. For example, medical imaging applications such as multiresolution filters demand mirroring at the image border [19], while computer vision applications mostly use the clamp pattern to extend the edges in an image [20]. Nevertheless, all these four patterns require costly conditional checks before memory access, and minimizing the number of such conditional checks is the goal of iteration space partitioning. Before introducing our partitioning method, we first illustrate the concept of index-set splitting.

### B. Index-Set Splitting

Index-Set Splitting (ISS) transforms a loop with conditional statements into multiple loops that iterate over disjoint portions of the original index range. An example is depicted in Listing 2. As can be seen in Listing 2, in the original loop, the conditional statements have to be executed \(N\) times for each iteration. Although the branch execution might be accurately predicted on modern architectures, the existence of such conditional statements still introduces a large overhead. Nevertheless, a closer look into the loop unveils that the first conditional statement, namely the if-clause, does not affect the computation after \(M\) iterations. Similarly, the second statement, namely the else-clause, does not affect the computation of the first \(M\) iterations. Therefore, it is possible to split the original loop into two separate loops: The first loop computes the first \(M\) iterations, and the second loop computes the remaining iterations, as can be seen in Listing 2. In this way, the previous conditional statements can be eliminated. As a result, the total number of executed instructions is reduced.

The idea can be extended to the two-dimensional iteration space in image processing: Since the conditional checks, as shown in Listing 1, do not affect the whole iteration space, we can partition the image into different regions, as depicted in Figure 1. For example, the left border check (if \(x < 0\) only affects the left regions, namely L, TL, BL, and does not affect the other regions. Similarly, the top border check (if \(y < 0\) only affects top regions, namely T, TL, TR. In this way, we partition the whole iteration space into multiple regions that iterate over disjoint portions of the original image. As a result, the total number of executed conditional checks can be reduced. In the following section, we derive the index bound to perform the partitioning of the iteration space.

### C. Partitioning on GPUs

Partitioning an image iteration space requires different strategies between CPU and GPU architectures. For CPU implementations where the iteration space is executed sequentially, it is sufficient to partition the image into body and border regions based on only the image and window size: Given an image size \(sx \times sy\) and a local operator window size \(m \times n\). The body region that requires no conditional checks can be defined as:

\[
\{(x, y) \mid \frac{m}{2} \leq x < \frac{m}{2} \land \frac{n}{2} \leq y < \frac{n}{2} \} \quad (1)
\]
The border of the image that requires conditional checks is the remaining part of the iteration space, which can be further partitioned into smaller regions. We omit the remaining derivations here since we do not consider CPUs as target architecture. After obtaining the index bound of each region, the execution is straight-forward since the computation of each region is independent of the others.

The index bound computed in Eq. (1) is not sufficient for parallel architectures such as GPUs. GPU architectures consist of an array of streaming multiprocessors (SMs) that each can execute thousands of concurrent threads. The input image is divided into threadblocks, based on a user-defined block size. Each block is dispatched by the scheduler onto the SM for execution. Therefore, the user-defined block size should be considered to partition the iteration space. Assume a user-defined block size $tx \times ty$, the index bounds can then be computed as:

$$
BH_L = \left\lfloor \frac{m}{tx} \right\rfloor, \quad BH_R = \left\lfloor \frac{sx - m}{tx} \right\rfloor,
$$

$$
BH_T = \left\lfloor \frac{n}{ty} \right\rfloor, \quad BH_B = \left\lfloor \frac{sy - n}{ty} \right\rfloor, \quad (2)
$$

In Eq. (2), the four index bounds $BH_L$, $BH_R$, $BH_T$, $BH_B$ collectively determine the partitioning of the iteration space. Any threadblock with an index between $BH_L$ and $BH_R$ in the $x$-dimension and between $BH_T$ and $BH_B$ in the $y$-dimension requires no border handling. The region each threadblock needs to execute can be identified by their block ID during runtime. A CUDA implementation of the routine is depicted in Listing 3.

Listing 3: Region switching for iteration space partitioning.

```plaintext
if (blockIdx.x < BH_L && blockIdx.y < BH_T) 
goto TL;
if (blockIdx.x >= BH_R && blockIdx.y < BH_T) 
goto TR;
if (blockIdx.y < BH_T) 
goto T;
if (blockIdx.y >= BH_B && blockIdx.x < BH_L) 
goto BL;
if (blockIdx.y >= BH_B && blockIdx.x >= BH_R) 
goto BR;
if (blockIdx.y >= BH_B) 
goto B;
if (blockIdx.x >= BH_R) 
goto R;
if (blockIdx.x < BH_L) 
goto L;
goto Body;
```

Instead of using the region switching statements as in Listing 3, we can also iterate over different regions in the iteration space by creating individual kernels for each region. However, this approach has two disadvantages: First is the cost of kernel launch from the host and the overhead from the additional PCIe communications. Second, programmers need to manually partition the host memory to match the original iteration space. These costs may outweigh the benefits of applying the partitioning approach. In contrast, iteration space partitioning employs one fat kernel and uses threadblock indices to control the fine-grained execution on each region during runtime. However, this approach still has two disadvantages: First, the generated fat kernel is lengthy and compromises the readability of the emitted code. Fortunately, the implementation can be largely hidden from programmers in our compiler-based approach, it should still be acceptable in most cases. Second, the additional region switching statements, as shown in Listing 3, need to be executed for all the threadblocks. This could potentially increase register usage on GPUs compared to a naive implementation. In the next section, we present an analytic model to encapsulate this trade-off.

IV. PERFORMANCE MODELING

In this section, we provide a systematic analysis of the potential benefits and costs of iteration space partitioning. We use a real-world application to illustrate the benefits such as the reduction of arithmetic instructions, as well as the costs such as resource usage increase on GPUs. Finally, we propose an analytic model to encapsulate the trade-off and to suggest an optimized implementation.

A. Demonstrate the Benefits

By partitioning the iteration space into smaller regions, we expect the total number of conditional checks to be reduced. To understand the impact on GPU architectures, two questions need to be answered: Which instructions are reduced and in which region? And how many instructions can be reduced given an application? To answer these questions, we use a real-world application for illustration.

1) Motivation Example: Bilateral Filter: The bilateral filter is a widely used noise-removing filter that preserves edges in image processing [21]. Each output pixel depends on the neighborhood pixels of the same location. It basically performs two convolutions together, one for computing the spatial closeness component and the other one for the intensity similarity component. In general, the computation of such local operators consists of two steps: Address calculation and kernel computation. Address calculation needs to be performed for each accessed pixel in the filter window, and it is generally computed in integers. The conditional checks required for border handling are part of the address calculation, which is also where the iteration space partitioning approach intends to optimize.

We performed two CUDA implementations for the bilateral filter: A naive version without ISP, namely the conditional checks are performed for the whole iteration space, and an optimized version with border handling using ISP. The compilation was executed on a GTX680 using CUDA 10, under Ubuntu 18.04 LTS. The window size used in the filter is $13 \times 13$. The border handling pattern is Clamp. We compiled the CUDA kernel to PTX, and inventoried all executed instructions in the PTX code. We choose to measure at PTX level to obtain a more accurate estimation than at CUDA source code. Further, it guarantees portability since PTX is a machine-independent ISA across different architectures. Finally, we manually disassembled the PTX code of the optimized version to obtain the statistics.
for each region. The instructions have been categorized based on keywords for simplicity purposes. For example, add.s32 and add.i32 are both counted as an add instruction. Note that the counted number of instructions includes both the kernel execution in the region as well as the additional switching statement to go to a region as shown in Listing 3. The results are depicted in Table I.

We can make two important observations from Table I: First, compared to the naive implementation, not all the regions have a noticeable reduction in the total number of executed instructions. It seems counter-intuitive that only three (T, B, Body) out of nine regions have a clear benefit over the naive approach. This can also be observed for other applications such as a Gaussian filter, which we will not show here for simplicity. One reason is that the naive version may have many conditional statements in the source code, but many of them share common sub-expressions that can be optimized by the NVCC compiler. In addition, the region switching statements also account for extra instructions for the border regions. Second, compared to the regions with clear benefits (T, B, Body), the naive implementation is more costly only for certain arithmetic instructions such as max, add, and cvt. Therefore, the benefit of iteration space partitioning mostly reduces arithmetic pipeline utilization on the GPU. Next, we construct an analytic model to capture the number of reductions.

2) Benefit Modeling: We assume the number of instructions\(^1\) to check one border (e.g., the left border) is \(n_{\text{check}}\), and the number of instructions to execute the actual kernel is \(n_{\text{kernel}}\). Then, the total number of instructions to execute a naive implementation \(N_{\text{naive}}\) can be estimated as:

\[
N_{\text{naive}} = \left( n_{\text{check}} + n_{\text{kernel}} \right) \cdot m \cdot n \cdot sx \cdot sy \tag{3}
\]

Eq. (3) is straightforward to understand: The naive implementation requires four border checks for each accessed pixel, as shown in Listing 1, within each window size \(m \cdot n\), and the window slides along the whole iteration space of size \(sx \cdot sy\).

\(^1\)The type of instructions is not required in our model, since both the ISP and the Naive approach use the same checking statements.

For the ISP implementation, the total number of instructions \(N_{\text{ISP}}\) is the sum of all the regions, namely

\[
N_{\text{ISP}} = \sum_{p \in \{TL, TR, T, BL, BR, B, R, L, Body\}} n_{\text{inst}}(p) \tag{4}
\]

In Eq. (4), \(n_{\text{inst}}(p)\) is the number of instructions executed in region \(p\). For each region \(p\), \(n_{\text{inst}}(p)\) can be further estimated as:

\[
n_{\text{inst}}(p) = \left( n_{\text{switch}}(p) + n_{\text{region}}(p) \right) \cdot m \cdot n \cdot n_{\text{block}}(p) \cdot sx \cdot ty \tag{5}
\]

Here, \(n_{\text{switch}}(p)\) denotes the number of instructions needed to switch to region \(p\), and \(n_{\text{region}}(p)\) denotes the number of instructions needed to execute this region, including address calculation and kernel execution. Additionally, \(n_{\text{block}}(p)\) denotes the number of threadblocks executing this region. \(n_{\text{switch}}\) can be estimated based on Listing 3. \(n_{\text{region}}\) can be estimated as follows:

\[
n_{\text{region}}(p) = \begin{cases} 
  n_{\text{check}} + 2 + n_{\text{kernel}} & \text{if } p \in \{TL, TR, BL, BR\} \\
  n_{\text{check}} + n_{\text{kernel}} & \text{if } p \in \{T, R, L, B\} \\
  n_{\text{kernel}} & \text{if } p = \text{Body}
\end{cases} \tag{6}
\]

Obviously, each region only needs to execute part of the conditional check depending on its location. For example, region TL requires two border checks, while region L requires only one border check. The Body region requires no border check.

Finally, we need to determine \(n_{\text{block}}(p)\) in Eq. (5), namely the number of blocks executing each region. First, we derive the total number of blocks in the x-dimension, denoted as \(N_{\text{blocks}}\), the total number of blocks in the y-dimension, denoted as \(N_{\text{blocky}}\), and the total number of blocks in both dimensions, denoted as \(N_{\text{block}}\):

\[
N_{\text{blocks}} = \left[ \frac{sx}{tx} \right], \quad N_{\text{blocky}} = \left[ \frac{sy}{ty} \right], \quad N_{\text{block}} = N_{\text{blockx}} \cdot N_{\text{blocky}} \tag{7}
\]

Then, based on the index bounds derived earlier in Eq. (2), the number of blocks executing each region can be computed as:

\[
n_{\text{block}}(p) = \begin{cases} 
  \left( BH_R - BH_L \right) \cdot BH_T & \text{if } p = T \\
  BH_T \cdot BH_R & \text{if } p = TL \\
  \left( BH_L \cdot BH_R \right) \cdot BH_T & \text{if } p = TR \\
  \left( BH_B - BH_T \right) \cdot BH_R & \text{if } p = BR \\
  \left( BH_T \cdot BH_B \right) \cdot BH_R & \text{if } p = L \\
  \left( BH_T \cdot BH_B \right) \cdot BH_R & \text{if } p = R
\end{cases} \tag{8a}
\]

\[
n_{\text{block}}(\text{Body}) = N_{\text{block}} - \sum_{p \in \{TL, TR, T, BL, BR, B, R, L, Body\}} n_{\text{block}}(p) \tag{8b}
\]

As can be seen in Eq. (8a), the number of blocks executing each region is determined by the window size, block size, and image size. The partitioning is performed to minimize the number of blocks that execute border regions, hence to maximize the number of blocks that execute the body region as shown in Eq. (8b). Finally, we can provide the estimated number of instructions for both implementations and the ratio of the two as:

\[
R_{\text{reduced}} = \frac{N_{\text{naive}}}{N_{\text{ISP}}} \tag{9}
\]

---

**TABLE I: Bilateral filter PTX instruction comparison.**
3) *Observations from the Model*: Two observations can be made from our derived analytical model: First, if the kernel computation $n_{kernel}$ is relatively small compared to the address calculation $n_{check}$, the iteration space partitioning is likely to contribute a larger reduction of instructions. On the other hand, expensive kernels are likely to benefit less since the address calculation is insignificant. Second, as suggested by the model, the amount of instruction reduction depends on the image size as well as the user-defined block size, which in turn determines how many blocks execute which region. Based on Eq. (8a) and Eq. (8b), large images are likely to benefit more from ISP due to the high percentage of blocks executed in the body region. To illustrate this relation, we computed the percentage of blocks that execute the body region for a $5 \times 5$ local operator with two different block size configurations, as depicted in Figure 3. The x-axis denotes the image size on one dimension, and all images have the same size in both x- and y-dimension. As can be seen, given a block size, smaller images have a lower percentage of blocks executing the body region. When small images are computed using a large block size, there are not many blocks left to execute the body region. In this case, the overall performance of ISP might be worse than a naive implementation. Next, we incorporate a cost parameter into the model.

**B. Cost Model**

Although iteration space partitioning can reduce the number of executed instructions, it comes with a certain cost such as resource usage increase. The region switching statements before partitioning may introduce additional register usage. To illustrate the effect of resource increase, we benchmarked the Bilateral filter using all four border handling patterns under the same environment as the previous PTX code generation. Then, we computed the speedups of the ISP implementation over the naive implementation. The results are depicted in Figure 4. As can be seen in the figure, ISP is not always beneficial. For small images, e.g., size of $512 \times 512$, speedups of Mirror, Clamp, and Constant implementations are less than 1.0, which implies that the naive approach with all conditional checks is the better implementation. This is due to increase of register usage that further reduces the achieved occupancy.

1) *Reduced Occupancy*: We logged the register usage for each implementation and computed the theoretical occupancy for the underlying architecture. The results are summarized in Table II. As can be seen, compared to the naive implementation, ISP increases the register usage under all four border handling patterns. Moreover, three of the four patterns eventually result in a decrease of the computed theoretical occupancy. For GPU architectures, there exists a maximum number of threadblocks or warps that can be concurrently active on an SM [22]. In addition to this hardware limit, the number of threadblocks that can be executed concurrently also depends on the hardware resource usage, namely user-defined block size, register usage, etc. When a certain resource is heavily used in the kernel, fewer blocks will be executed concurrently. Since the total number of blocks is fixed for the given image and block size, the device will need more rounds/iterations to process all the blocks. This increase in the number of rounds/iterations can be modeled by an increase in the total number of instructions that need to be executed. In other words, a reduction in occupancy on the device can be modeled by an increase in the total number of instructions being executed. Next, we put all these together to formulate a prediction model.

2) *Prediction Model*: Assume the obtained theoretical occupancy is $O_{naive}$ and $O_{ISP}$ for both implementations. If the amount of occupancy decreases from $O_{naive}$ to $O_{ISP}$, the number of rounds to execute all the blocks is increased by $O_{naive}/O_{ISP}$. Combined with the previously derived amount of instruction reduction in Eq. (9), we can derive a prediction model as:

$$G = \frac{N_{naive}}{N_{ISP} \cdot O_{naive}/O_{ISP}} = R_{reduced} \cdot O_{ISP}/O_{naive} \quad (10)$$

<table>
<thead>
<tr>
<th>Img Sz</th>
<th>Clamp</th>
<th>Constant</th>
<th>Mirror</th>
<th>Repeat</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>0.979</td>
<td>0.979</td>
<td>0.979</td>
<td>0.981</td>
</tr>
<tr>
<td>768</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1280</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1536</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1792</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2304</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2560</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2816</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3072</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3328</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3584</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3840</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4096</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE III: Measurement vs. model prediction.
Eq. (10) predicts the potential gains of a ISP implementation over the naive implementation. It captures the trade-off between instruction reduction and occupancy reduction. If $G$ is larger than 1, it predicts the ISP implementation to be faster; otherwise, the naive implementation should be used. Table III summarizes the measured best implementations as well as our model-predicted results for the Bilateral application. Green colored items indicate a good prediction by our model since it is the same as the measured ground truth. Red colored items indicate a misprediction since it deviates from the measurement. In addition, we computed the Pearson correlation coefficient for each border handling pattern to indicate the amount of correlation between the output value from the model and the measurement. As can be seen in Table III and Figure 4, the model has only a few mispredictions around the switching point between the two implementations, where the performance difference is insignificant. For small and large images where the speedup or slowdown is significantly higher, our model can deliver an accurate prediction.

C. Intermediate Summary

We have presented a systematic analysis of the iteration space partitioning approach. This optimization can reduce the number of executed instructions in the address calculation, but at the increasing cost of register usage. We constructed an analytic model to encapsulate this trade-off with the help of domain knowledge such as mask size and architecture knowledge such as occupancy. In the end, the model delivers a good suggestion of which implementation is the best option. However, manual implementations of the ISP transformation are tedious, error-prone, and not portable. Therefore, we present an integration of the proposed approach into an image processing DSL to enable automatic code generation.

V. DSL-Based Implementation

The tooling we employed in this work is Hipacc, an open-source image processing DSL embedded into C++, and a source-to-source compiler based on Clang/LLVM to generate CUDA and OpenCL code for GPUs. In contrast to DSLs based on functional programming such as Halide, Hipacc offers powerful domain-specific primitive operators to the user. Such operators provide abstractions for common compute patterns in image processing. Stencil kernels are called local operators in Hipacc. Such operators can be specified by implementing a user-defined class. The class is derived from the Kernel class in the Hipacc DSL, which provides a virtual kernel() function to be implemented in the user class. A kernel implementation of the Bilateral filter and the host code to launch the kernel in Hipacc are depicted in Listing 4. In the kernel implementation, dom indicates the sliding window of the filter, and iterate applies the filter computation. To launch the kernel from the host code, first, a mask is defined with pre-computed coefficients. The domain can be automatically inferred from the mask. Then, the input image can be read and assigned to the DSL image object. After that, a border handling pattern can be specified using the BoundaryCondition object. Afterward, the output image and its iteration space can be defined. Finally, the kernel can be instantiated and executed.

As can be seen in Listing 4, programmers can focus on the filter computation and do not have to worry about any index calculations. The source-to-source compiler is responsible for the lowering and optimizations, including iteration space partitioning. In this section, we first briefly describe the compiler workflow in Hipacc. Then, we explain how to further optimize the ISP by implementing it using warp-grained partitioning.

A. Hipacc Workflow

Figure 5 depicts an overview of the Hipacc tool flow that translates the simple user description as depicted in Listing 4 to a CUDA implementation. Using the Hipacc DSL, programmers specify their applications in C++, which can be parsed by Clang to generate the Clang abstract syntax tree (AST). Then, the Hipacc compiler traverses the AST and performs the source-to-source transformation using two internal libraries: Analyze gathers information for analysis and optimizations, e.g., domain
knowledge such as the compute pattern, operator window size, kernel register usage, kernel data dependence, or device information such as the compute capability and number of available registers. Based on the obtained knowledge, optimizations such as kernel fusion or concurrent kernel execution are exploited [23, 24, 25, 26]. After the analysis, the transformations and code generations are performed by the other library Rewrite. It uses the runtime API to launch the kernels. In the end, the optimized implementation is pretty-printed to host and device code.

B. Warp-Grained Partitioning

On GPU architectures, a threadblock is the basic unit for kernel execution from a programmer’s perspective. Nevertheless, after each block is dispatched onto the SM, it is further divided into warps. A warp is a set of 32 threads that performs single instruction multiple thread (SIMT) execution in lock steps. Consider a block size of 128, and it consists of 4 warps, and a local operator with a small window size such as 3 × 3. Then, in the x-dimension, only the leftmost warps require the left border check. Similarly, only the rightmost warps require the right border check. The analysis here is analogous to the block level described in previous sections. Therefore, it is possible to further improve the partitioning granularity by adding the warp location into our region switching statement. Listing 5 depicts a refined region switching method with the help of the warp location. As can be seen, similar to the previously computed block index bound BH_L and BH_R, the warp index bound are denoted by W_L and W_R in the x-dimension. We only consider the warp location in the x-dimension because the block layout in GPU applications is mostly wide in x-dimension, which uses memory more efficiently. Recall our analysis based on Table I, we would like more blocks to execute the T, B, and Body region due to their significant reduction gains. With the help of the warp index, we can switch the executions of some expensive regions to cheaper ones.

```c
if (blockIdx.x < BH_L && blockIdx.y < BH_T)
    if (warpID.x > W_L) goto T;
    goto TL;
if (blockIdx.x >= BH_R && blockIdx.y < BH_T)
    if (warpID.x < W_R) goto T;
    goto TR;
if (blockIdx.y < BH_T)
    goto T;
if (blockIdx.y >= BH_B && blockIdx.x < BH_L)
    if (warpID.x > W_L) goto B;
    goto BL;
if (blockIdx.y >= BH_B && blockIdx.x >= BH_R)
    if (warpID.x < W_R) goto B;
    goto BR;
if (blockIdx.y >= BH_B)
    goto B;
if (blockIdx.x >= BH_R)
    if (warpID.x < W_R) goto Body;
    goto R;
if (blockIdx.x < BH_L)
    if (warpID.x > W_L) goto Body;
    goto L;
```

Listing 5: Region switching with warp index.

VI. Evaluation and Results

In this section, we present the results of benchmarking five commonly used filters in image processing: Gaussian, Laplace, Bilateral, Sobel, and Night filter [27]. Gaussian, Laplace, and Bilateral are single kernel implementations with a window size of 3 × 3, 5 × 5, and 13 × 13, respectively. The Sobel filter consists of 3 kernels to compute x-, y-derivatives, and the magnitude, among which the first two are local operators. The night filter consists of five kernels that first iteratively applying the Atrous (with holes) algorithm [28] with different sizes (3 × 3, 5 × 5, 9 × 9, 17 × 17), before performing the actual tone mapping. For each application, we benchmarked all four border handling patterns, namely Clamp, Mirror, Repeat, and Constant, using four image sizes 512 × 512, 1024 × 1024, 2048 × 2048, and 4096 × 4096. We chose these implementation variants to cover a mixture of different window sizes, number of kernels, and the expensiveness of the filter kernel computation. The employed GPUs are Nvidia GTX680 and RTX2080, with Kepler and Turing architecture, respectively. The host OS is Ubuntu 18.04 LTS with CUDA version 11.0. The execution time is obtained from the output of NVProf. We computed the speedups of the isp implementation (always apply ISP) over the naive implementation, as well as the isp+m implementation (apply ISP based on model prediction) over the naive implementation. The results are gathered in Figure 6.

A. Discussions

1) Always Apply ISP over Naive Implementation: As can be observed in Figure 6, the isp approach contributes a speedup over the naive implementation in most cases. Especially for large image sizes such as 2048 × 2048 and 4096 × 4096. In general, the amount of speedup also increases with the computed image size, which has been analyzed by our model, as discussed in Figure 3. Furthermore, the Repeat border handling pattern benefits more from the ISP approach than the other three patterns, due to the more costly address calculation. For example, the Gaussian kernel achieves a speedup of up to 2.9 for the Repeat pattern and up to 1.3 for the others, as can be seen in subplots (d) to (g).

2) Apply ISP based on Model Prediction: As analyzed in our prediction model, it is not always beneficial to apply the ISP optimization for certain applications such as the Bilateral filter. This can be seen in subplot (d) (Bilateral-Clamp-GTX680) and (f) (Bilateral-Mirror-GTX680), where the 512 × 512 image has a speedup of less than 1.0 for the ISP implementation. In these scenarios, our prediction model suggests falling back to the naive implementation. In these cases, applying ISP would slowdown the execution by about 40%.

In only a few scenarios, our model did not predict the implementation performance accurately. For example, on the RTX2080 when executing the bilateral filter with small images, our model always suggested the ISP implementation, as can be seen in subplot (d) and (f). The model did not see a reduction in occupancy in these scenarios due to the increased number of available registers on the Turing architecture. As a result, the implementation is up to 30% slower than the naive version. Nevertheless, by combining ISP with the prediction model, we
can achieve a performance-optimized implementation in almost all scenarios.

3) Geometric Mean Speedups: For each application, we computed the geometric mean of the speedups of the isp+m implementation over the naive implementation across all benchmarks on both GPUs. The result is given in Table IV. Our final implementation can achieve a speedup range from 10% to 87%. In general, we can observe that the less expensive the kernel computation is, the more speedup our approach contributes. As can be seen in the table, Gaussian and Laplace have a higher geometric speedup (1.438, 1.422) than Bilateral and Night filter (1.355, 1.102). Our approach benefits most for applications such as the Sobel filter that consists of multiple less expensive kernels, where a speedup of more than 4.0 can be achieved on the RTX2080.

<table>
<thead>
<tr>
<th>Geo. Mean</th>
<th>Gaussian</th>
<th>Laplace</th>
<th>Bilateral</th>
<th>Sobel</th>
<th>Night</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.438</td>
<td>1.422</td>
<td>1.355</td>
<td>1.877</td>
<td>1.102</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV: Geometric mean across all implementations.
VII. Conclusion

We proposed an efficient approach for image border handling on GPUs. Conditional checks that are needed for address calculations in stencil kernels introduce huge overhead, which can be optimized by partitioning the iteration space into disjoint regions. Although partitioning can reduce the number of executed conditional statements, it also comes with additional cost in register increase. We showed that it is possible to encapsulate this trade-off using an analytic model and make accurate predictions based on the combination of domain- and architecture-specific knowledge. We also integrated the proposed approach into a source-to-source compiler called Hipacc, which enables a complete workflow to generate efficient kernels for GPUs automatically. The results showed our approach could achieve a geometric mean speedup of 87% over a naive implementation without efficient border handling. As a next step, we plan to explore the ISP optimization on irregular stencil kernels beyond image processing, such as using a sparse stencil mask that is only applied to a few neighbors.
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